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Consistency Training - Smoothness Assumption

● Similar 𝒙 has the same ŷ

●      and       have the same label

     and       have different labels  
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R-Drop

● Regularization techniques are 
indispensable modules to prevent 
model overfitting.

● The Dropout technology has 
become the most widely used 
regularization technology.

● The randomness introduced by 
Dropout causes non negligible 
inconsistency.
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Notations

The task of SR is to predict the probability of all alternative 
items to be interacted by user 𝑢 at time step | su | + 1
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Kullback-Leibler (KL) Divergence
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CT4Rec Model Structure
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CT4Rec - Regularized Dropout (RD) Loss

● Constrain the output space from dropout
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CT4Rec - Distributed Regularization (DR) Loss

● Regularize the representation space
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CT4Rec - Basic & Final Loss

Backbone: SASRec*

CT4Rec
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Datasets

● Beauty & Sports: subsets of Amazon dataset’s beauty and sports categories

● Yelp: business recommendation from the Yelp platform

● WeChat: new large-scale dataset collected from PC-WeChat Top Stories

Average action per user
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Baselines

GRU4Rec
SASRec
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Baselines

BERT4Rec

CL4SRec
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Data Augmentation
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Evaluation Metric

● NDCG@k

● HR@k
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Experimental Result
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Backbone RNN Attention Contrastive 



Experimental Result

● RNN-based methods usually exhibit worse 
performance for the data sparsity setting.
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Experimental Result
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L2/ Cosine Regularization

https://arxiv.org/pdf/2104.08821.pdf 22



Ablation Study
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Ablation Study
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Extension to Data Augmentation

● Replace dropout with data augmentation method
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Training and Cost Analysis

● Better final optimum & less convergence time
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Conclusion

● Introduce a top-performed regularization in the output space

● Design a novel consistency training term in the representation space

● Extensive experiment and analysis demonstrate its effectiveness, efficiency, etc.

● Further exploration on CTR prediction task
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Further… CTR Prediction

● Definition: 

Click-through rate prediction is the task of predicting the likelihood that something on a 

website (or anything else) will be clicked.

29


